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* Logistic Regression
Support Vector machine (SVM)
K-Nearest Neighbors (KNN)
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* K-Means Clustering
Hierarchical Clustering
Principal Component Analysis (PCA)

Singular value Decomposition
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