Ulesanne. Loe teksti, moodusta sulgudes olevast tegusonast sobiv kesksona. Vajadusel pane
moodustatud kesksona oigesse kddndesse.

TEHISINTELLEKT — ABILINE VOI OHT?

Viimastel aastatel on tehisintellekt (TI) muutunud kiiresti (arenema)
ja igapdevaelus laialt (kasutama)
tehnoloogiaks. Tooandjate poolt hoogsalt (rakendama)
stisteem voimaldab automatiseerida mitmeid seni késitsi tehtud tegevusi, niiteks
andmetdotlust, suhtlust klientidega ja isegi meditsiinilisi diagnoose. Samal ajal
on tegemist keeruka ja eetiliselt tundliku ndhtusega, mille arenguga kaasnevad nii
voimalused kui ka riskid.

TI-stisteemide kasutamine, niiteks hariduses, on juba muutnud Opetajatele
(mdtlema) td6vahendeid. Oppetddks (kohandama)
platvormid, nagu personaalset tagasisidet (andma)
tehisOpetaja, aitavad Opilastel kiiremini edasi jouda. Samuti
on mitmes koolis katsetatud kodutoode hindamist tehisintellekti poolt, mis

voimaldab Opetajatel keskenduda loovamate iilesannete andmisele. Kuid pilaste
poolt petmiseks (kasutama) tekstigeneraator voib
kahjustada ausa dppimise pdhimotteid.

Toostuses on TI saanud asendamatuks tooriistaks. Mitut erinevat katset ja
testimist (Iibima) siisteemid, mis pohinevad masindppel,
suudavad tuvastada vigu tootmises kiiremini kui inimene. Samuti on paljudes
ettevotetes juurutatud kulude optimeerimiseks TI-1 (p6hinema)
prognoosimudelid, mis aitavad teha tdpsemaid otsuseid.
Tarbijatele (pakkuma) (personaliseerima)

teenus, nagu soovitussiisteemid, pdhineb tihti keerulisel
algoritmilisel analiiiisil, mis on kujundatud varasemate kasutajamustrite pohjal.

Siiski ei saa jatta tihelepanuta eetilisi probleeme. Isikuandmete to6tlemisel
(rakendama) TI voib rikkuda privaatsust. Niiteks ilma
inimeste nousolekuta (kasutama) ndotuvastustehnoloogiad
voivad rikkuda 1siku 01gusi. Samuti voib ajalooliste andmete pohjal loodud
mudel olla kallutatud, kui see pohineb (diskrimineerima)
mustritega andmestikul. Seega peab iga vastutustundlikult (iiles ehitama)
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TI olema (lidbi paistma) ja

(kontrollima)
Arendajate poolt (looma) juhised ja reeglid mingivad siin
olulist rolli. Euroopa Liidus viljatootamisel (olema) madrus

puitiab kehtestada selged raamid, kuidas kasutada inimestele (motlema)
tehisintellekti eetiliselt ja vastutustundlikult. Uuendustega
(kohandama) seadusandlus aitab ennetada voimalikke
kuritarvitusi.

Tulevikku silmas pidades peab i1ga TI-1 (pohinema)
lahendus olema nii tehniliselt kui ka sotsiaalselt (1Abi motlema)

. Uhiskonnas (kasutama) tehnoloogia
peab teenima inimesi, mitte vastupidi. Tdnapdeva maailmas on TI kiill to6andjate
poolt (aktsepteerima) ja paljude valdkondade poolt (omaks
votma) , kuid selle areng peab jddma inimeste kontrolli alla.

Seega on TI korraga nii t00riist, mida saab kasutada kasuliku abilisena, kui ka
nihtus, mille arengut tuleb hoolega jilgida. Uhiskondlikult (arutama)

, kriitiliselt (hindama) ja eetiliselt
(juhtima) TI voib olla voimas liitlane, kuid hooletult
(rakendama) siisteem vOib muuta meie maailma

ebavordsemaks ja vihem turvaliseks.
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